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HUMAN EMOTION RECOGNITION SYSTEM
USING DEEP LEARNING ALGORITHMS

The subject of research in the article is the software implementation of a neural image classifier. The work examines emotions
as a special type of mental processes that express a person’s experience of his attitude to the surrounding world and himself.
They can be expressed in different ways: facial expressions, posture, motor reactions, voice. However, the human face has the greatest
expressiveness. Technologies for recognizing companies to improve customer service use human emotions make decisions
about interviewing candidates and optimize the emotional impact of advertising. Therefore, the purpose of the work is to find
and optimize the most satisfactory in terms of accuracy algorithm for classifying human emotions based on facial images.
The following tasks are solved: review and analysis of the current state of the problem of “recognition of emotions"; consideration
of classification methods; choosing the best method for the given task; development of a software implementation for
the classification of emotions; conducting an analysis of the work of the classifier, formulating conclusions about the work
performed, based on the received data. An image classification method based on a densely connected convolutional neural network
is also used. Results: the results of this work showed that the method of image classification, based on a densely connected
convolutional neural network, is well suited for solving the problems of emotion recognition, because it has a fairly high accuracy.
The quality of the classifier was evaluated according to the following metrics: accuracy; confusion matrix; precision, recall, f1-score;
ROC curve and AUC values. The accuracy value is relatively high — 63%, provided that the data set has unbalanced classes.
AUC is also high at 89%. Conclusions. It can be concluded that the obtained model with weights has high indicators of recognition
of human emotions, and can be successfully used for its purpose in the future.
Keywords: object detection; classification of objects; supervised learning; recognition of emotions.

Introduction People always try to hide or even falsify their true facial

expressions. The huge challenges in facial expression

Emotion is a special type of mental processes that ~ recognition are finding and understanding facial

expresses a person’s feelings and attitude to the world
around him or her. Emotions can be transmitted in
different ways: facial expressions, posture, motor
reactions, voice. However, the most expressive is the
human face. Technologies for recognizing companies
to improve customer service use human emotions
make decisions about interviewing candidates and
optimize the emotional impact of advertising.

Using facial emotion recognition, businesses
can process images and videos in real time to monitor
video streams or automate video analytics, thereby
reducing costs and making the lives of their users better.

Recognizing human emotions in an image with
complex background structure is the first and main
challenge in solving the emotion recognition task.

The task of emotion recognition is very relevant
today in various fields, including medicine (helps people
with autism to recognize the emotions of others and
establish normal communication), sociology, robotics,
marketing, psychology, etc.

Face recognition is still a challenging problem due
to the variety of head poses and background settings.

expressions. Over the past few years, science has made
sufficient progress, and tasks such as landmark detection,
object modeling and much more can be performed
using computer vision.

However, researchers usually pretended that their
systems should work in a controlled environment.
In other words, the face and background should not be
difficult to identify. Meanwhile, other scientists are
recognizing facial expressions in the wild using deep
neural networks so that the machine can react like
a human to various factors without limitations, such
as dynamic lighting, head position, etc.

In the nineteenth century, one of the most important
works on the analysis of facial emotions, which is directly
related to the modern field of automatic facial expression
recognition, was the work of Charles Darwin [1].
In 1872, the scientist wrote a dissertation on this
problem. This laid the foundation for general provisions
for determining the emotions of humans and animals.
Darwin  grouped the names of  emotions.
The classification looks like this:

— bad mood, anxiety, grief, despair and despair;

— joy, elation, love, tender feelings and devotion;
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— reflection, meditation, irritability and gloom;

— hatred and anger;

— contempt, scorn, disgust, guilt and pride;

— surprise, amazement, fear and terror;

— attention to oneself, shame, bashfulness and modesty.

Darwin also classified the facial changes that
occur for each of the above classes of expressions.
For example, "“clenching of the muscles around the eyes
in case of sadness”, "tight closing of the mouth during
contemplation”, etc.

Another important milestone in the study of facial
expressions and human emotions was the work of
Paul Ekman and his colleagues from the 1970s.
Their work had a huge impact on the development
of modern automatic facial expression recognizers.

Suwa et al conducted the earliest study of automatic
facial expression recognition in 1978. As a result,
a model was created to learn facial expressions from
a sequence of images using 20 tracking arguments.
Research has been conducted since the late 1980s and
early 1990s, when mobile computing power of the
economy became available. This helped to develop face
detection and tracking algorithms in the early 1990s.
At the same time, research on human—computer
interaction (HCI) and affective computing (AC)
began [2].

The aim of this work is to find and optimize the
most satisfactory in terms of accuracy algorithm
for classifying human emotions from face images.

Analysis of recent research and publications

FaceReader

Many researchers have turned to using automated
facial expression analysis software to more objectively
assess emotions. FaceReader is used worldwide in over
1000 universities, research institutes and companies in
most industries. The consumer and psychological benefits
of FaceReader and its usability are being researched.

FaceReader software is fast, flexible, objective,
accurate and easy to use. It immediately analyzes your
data (live, video or still images), saving valuable time.
The ability to record audio and video allows you to hear
what people say, for example, during human-computer
interaction or while viewing stimuli. FaceReader uses the
following emotion categories: joy, surprise, sadness,
anger, disgust, contempt, fear. Ekman [3] described these
emotional categories as basic or universal emotions.
Obviously, facial expressions vary in intensity and are

often a combination of several emotions. In addition,
there are quite a few interpersonal varieties.

FaceReader works in three stages:

1) Face detection. FaceReader uses the popular
Viola-Jones algorithm [4] to detect the presence of
a face in an image.

2) Accurate face modeling using an algorithmic
approach based on the Active Appearance method [5]
described by Cootes and Taylor [6]. At this stage, the
model is trained using a database of annotated images.
This method describes over 500 key points on the face
and the facial texture, e.g.:

a) points that cover the face (the part of the face
analyzed by FaceReader);

b) points on the face that are easy to recognize
(lips, eyebrows, nose and eyes).

3) The actual classification of facial expressions is
performed by training an artificial neural network [7].
More than 10000 manually annotated images were
used as training material.

Texture is also important as it gives additional
information about the state of the face. The key points
only describe the general position and shape of the face,
but do not provide any information, for example, about
the presence of wrinkles and the shape of eyebrows
(such features, although they may seem less important,
play a significant role in the classification of facial
expressions). FaceReader works in three stages:

1) Face detection. FaceReader uses the popular
Viola—Jones algorithm [4] to detect the presence of
a face in an image.

2) Accurate face modeling using an algorithmic
approach based on the Active Appearance method [5]
described by Cootes and Taylor [6]. At this stage, the
model is trained using a database of annotated images.
This method describes over 500 key points on the face
and the facial texture, e.g.:

a) points that cover the face (the part of the face
analyzed by FaceReader);

b) points on the face that are easy to recognize
(lips, eyebrows, nose and eyes).

3) The actual classification of facial expressions is
performed by training an artificial neural network [7].
More than 10,000 manually annotated images were used
as training material.

Texture is also important as it gives additional
information about the state of the face. The key points
only describe the general position and shape of the
face, but do not provide any information; for example,
about the presence of wrinkles and the shape of
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eyebrows (such features, although they may seem less
important, play a significant role in the classification
of facial expressions).

EmoDetect

This is the name of the program that helps to
determine the psycho-emotional state of a person by
a sample of images by identifying six emotions: happiness,
surprise, sadness, anger, fear, disgust. EmoDetect program
contains the principles of coding facial expressions
FACS Action Units, developed by Paul Ekman.

During the study, a person is shown various stimuli
on a monitor, and a camera is located in front of the
test participant, which shoots video.

The system processes the video according to the
following algorithm: the image of a person whose
facial expression is to be classified is captured. Then the
face is extracted from the image using the Jones method
to determine the elements. Next, the algorithms extract
the corresponding elements from the cropped image
of the face. Trained classifiers match these features with
the corresponding emotions.

The code is implemented using OpenCV, an open
source computer vision library.

The final stage is the fixation of emotions with
reference to the time of demonstration and visualization
of the results in the form of graphs and tables.

Viola—Jones method

The Viola—Jones method is used to detect objects
in images. This method can recognize different classes
of images, but the main task in its creation is face
recognition. The algorithm of this method is able to
detect objects very reliably and quickly enough to
work in real time.

The Viola—Jones detector is a cascade of classifiers.

It has the following features:

— Haar features are used;

— images are presented in a holistic form;

— boosting is used.

Haar feature is a rectangular primitive. From the
very beginning, the authors proposed the main four
primitives, but the OpenCV library uses additional
primitives that improve the quality of recognition
with additional tests from non-standard points of view.

Each feature is paired with a threshold, and the
decision of the feature is determined by comparing
its value with the threshold. The Viola-Jones method
implements a fast way to calculate attribute values

that uses the integral representation of the image.
The integral representation of an image is a matrix that
has the same dimensions as the original image. The value
of its elements is defined as the sum of ridge intensity
peaks located on the left and top. In such a matrix,
the sum of pixel values in an arbitrary rectangle is
calculated for a constant time.

The detection process is performed by sliding the
detection window over the entire image. A cascade solution
is calculated for each window. In the case of a positive
answer, it is assumed that the desired object is located inside
the window. After one pass of the image is completed,
the window size is increased. The window size is
increased until the predefined size is reached. A smaller
percentage of magnification improves the detection rate
but increases the overall processing time [8].

Materials and methods

Nowadays, with the spread of artificial intelligence,
such fields as machine learning and its branches, deep
learning and neural networks have gained immense
popularity. Learning requires software and tools such
as classifiers that feed huge amounts of data, analyze
it and perform useful functions. The goal of the
classification process is to categorize all pixels of
a digital image into one of several classes. Usually
multispectral data is used to perform the classification.
Indeed, the spectral pattern present in the data for each
pixel is used as a numerical basis for categorization.

Image classification is probably the most important
part of digital image analysis. Classification between
objects is a complex process, so it is an important task for
the field of computer vision. The essence of image
classification is that an image is labeled and put into
a number of predefined classes. There are potentially
classes to which an image can belong. Manually checking
and classifying images can be a tedious task, especially
if there are a large number of them. Therefore, it is very
useful if it is possible to automate this whole process
using computer vision.

The algorithm for performing image classification
consists of four stages.

— Image preprocessing, which aims to improve the
image data (features). To do this, unwanted aspects are
removed and some important features of the image
are enhanced so that computer vision models can use
this enhanced data to work. The image preprocessing
steps include reading the image, resizing the image, and
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enhancing the data (gray-scaling, reflection, Gaussian
blur, histogram, alignment, and rotation).

— Object detection. This stage localizes the object,
that is, the image is segmented and the position of
the object is determined.

— Feature extraction and training. This is a crucial
stage where statistical or deep learning techniques are
used to identify the most interesting patterns in the image,
features that may be unique to a particular class and
that will later help the model to discriminate between
different classes. (The process where a model learns
features from a dataset is called model training.)

— Object classification. In this step, the detected
objects are grouped using an appropriate classification
technique that compares the image patterns with the
target patterns.

In recent years, the application of machine learning
techniques in everyday life has become commonplace.
Many modern websites and devices use machine learning
algorithms, ranging from automatic recommendations
for watching movies, ordering food or buying groceries,
to personalized online radio broadcasts and recognizing
human emotions in an image.

Machine learning can be broadly defined as
computational techniques that use experience to improve
performance or to make accurate predictions. Since the
success of a learning algorithm depends on the data
used, machine learning is closely related to data analysis
and statistics. In general, machine learning methods are
data mining techniques that combine fundamental
concepts of computer science with statistics, probability,
and optimization [9]. It consists of the development
of efficient and accurate prediction algorithms, and
if more time is devoted and more input samples of
documents are specified for training, then the predictions
of such models will be better. As in other areas of
computer science, some critical indicators of the quality
of algorithms are their temporal and spatial complexity.

Neural networks are widely used to classify
emotions from facial expressions. They employ both
supervised (training with a teacher) and unsupervised
(training without a teacher) neural architectures for
emotion classification.

In this paper, a supervised learning algorithm
is used to perform the image classification task.

Supervised (learning with a teacher) classification
is based on the idea that the user can select samples
of pixels in the image that are representative of certain
classes, and then the software processes the image using
training sites to classify all other pixels in the image.

The training sites (also known as test sets or input
classes) are selected based on the user’s knowledge.
The user also sets boundaries on how similar other
pixels must be to be grouped together. These bounds
are often set based on the spectral characteristics of the
training region. The user also defines the number of
classes to which the image belongs.

The main goal of emotion recognition is to identify
human emotional states based on face images. Deep
convolutional neural network (DCNN) architectures have
been successfully used for image classification [10, 11].
As the network deepens, the input information (or back
propagation gradient) passes through many layers
and may disappear by the time it reaches the end of
the network. Several DCNN architectures have been
proposed to address this problem. Highway Networks [12],
ResNet (Residual Neural Network) [13] and DenseNet
169 traverse the signal from one layer to another
by identifying intermediate connections between layers.
FractalNets [14] repeatedly combines multiple parallel
sequences with different numbers of convolutional units
to obtain a large nominal depth while maintaining
many short paths in the network. Although these methods
differ in terms of network architecture and learning
strategy, they all share a key characteristic: creating short
paths from earlier layers to later layers. The DenseNet
169 model has slightly higher overall accuracy than
the ResNet and FractalNets models. It will be used
in this paper.

In 2017, DenseNets [15] was proposed at the CVPR
2017 conference. They started by trying to build a deeper
network based on the idea that if a convolutional network
has shorter connections between its layers close to the
inputs and outputs, then this deep convolutional network
can be more accurate and more efficient for training.
Unlike ResNet, which adds a skip connection that
bypasses the nonlinear transformation, DenseNet adds
a direct connection from any layer to any subsequent
layer. Hence, a | layer receives the feature maps of

all former layers from x, to x,

X =H, ([X % -0 X4]),
where [X,, X, ..., X_,] belongs to the spectrum of the

feature map taken from the layers 0,1, 2, ..., I -1,

Fig. 1 shows the architecture of a five-layer tightly
coupled block.

Table 1 shows the proposed architecture of the
DenseNet 169 network.
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Fig. 1. Architecture of a five-layer densely connected unit of the neural network

Table 1. Architecture of DenseNet 169 network

Layers Output size DenseNet 169
Convolution 112x112 7x7 max. value, step 2
Association 56 x56 3x3 convolution
Dense Block (1) 5656 {hl}x 6

3x3
Transition layer (1) 56x56 1x1 convolution
28x28 2x2 mean value, step 2
[1x1]
Dense Block (2) 28x28 3x3] x12
.. 28x28 1x1 convolution
Transition layer (2) 14x14 2x2 mean value, step 2
1x1
Dense Block (3) 14x14 3x3] x32
Transition layer (3) 14x14 1x1 convolution
=7 2x2 mean value, step 2
Dense Block (4) Tx7 FXl}xSZ
3x3
Classification layer 1x1 7x7 total mean value, step 2_
1000 1000D full-coupled convolution

Let us build an algorithm for solving the problem
of recognizing human emotions from a face image.

At the first stage, a set of data is collected for
training and testing the classifier. In our case, we
use FER2013 (Facial Expression Recognition 2013
Dataset) [16]. The dataset contains 35685 examples
of 48x48 pixel grayscale face images divided into

training and testing sets. The images are classified
based on the emotions manifested in facial expressions

(happiness, neutrality, sadness, anger, surprise,
disgust, fear).
The second stage involves data processing,

i.e. splitting the dataset into training, validation
and testing samples, as well as preprocessing the
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images themselves: bringing them to the same size
(48x 48 pixels) and color model (RGB).

At the third stage, we build a neural network model.
First, we use the previously trained on ImageNet dataset
DenseNet169 for feature extraction. Next, we create
a classifier, the set of layers of which is shown in fig. 2.
We train the model on a previously prepared training set
with the following parameters: optimization — stochastic
gradient descent, loss function — cross entropy and

def classifier(inputs):

x = tf.keras.layers.GlobalAveragePooling2D() (inputs)

metric — accuracy (to assess the quality of the classifier).
Also, in order to improve the accuracy of the model,
we use one of the transfer learning methods — Fine
Tuning (“pre-training”, "fine tuning™). After all training
processes, we evaluate the quality of the model using
appropriate metrics.

As a result of this algorithm, a model will be
built that will be able to recognize human emotions

with high accuracy.

x = tf.keras.layers.Dense(256, activation="relu”, kernel_regularizer = tf.keras.reqularizers.12(8.81))(x)

x = tf.keras.layers.Dropout(8.3)(x)

x = tf.keras.layers.Dense(1824, activation="relu", kernel_regularizer = tf.keras.regularizers.12(8.81))(x)

x = tf.keras.layers.Dropout(8.5)(x)

x = tf.keras.layers.Dense(512, activation="relu”, kernel_regularizer = tf.keras.regularizers.l12(8.81))(x)

x = tf.keras.layers.Dropout(B8.5) (x)

x = tf.keras.layers.Dense(NUM_CLASSES, activation="softmax"”,

return x

name="classification”)(x)

Fig. 2. Software implementation of the image classifier

Research results and their discussion

The program for solving problems of human
emotion recognition is implemented in Python
programming language. The code is completely written
in one interactive web notebook with a runtime based
on Google tensor processors on the Kaggle platform.

This application classifies human face images into
seven different emotional states: happiness, neutrality,
sadness, anger, surprise, disgust, fear. That is, the purpose
of this program is to build and train a classifier that

would presumably tell us what emotion a person is
depicted in the photo.

To train the classifier, we used the FER2013 dataset.
We loaded it into the runtime environment, pre-processed
the images, and generated training and test sets.
We selected the optimal parameters, such as the number
of training epochs — 30, the number of fine-tuning
epochs — 20, the standard image size — 48x48 pixels and
the battle size (number of objects in one iteration) — 64.
We analyzed the training sample for distribution by
classes, the visualization of the graph is shown in fig. 3.

Train Data Distribution
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Fig. 3. Distribution of images of the training sample by classes
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Further in the program, based on the pre-trained
neural network DenseNetl69, a model for feature
extraction was obtained. A classifier with tightly
connected layers was built. To improve the accuracy
of the model and reduce the probability of overfitting,
the Fine Tuning method was used. After training
the model, we evaluated the quality of classification
on a test sample.

We used Pandas libraries for data processing,
NumPy — for matrix computations, Matplotlib and
Plotly — for visualization, scikit-learn and TensorFlow
(Keras) — for deep learning model development.

To classify emotions, depending on the input data
and compare the results, a deep learning model was built
to which the faces of people in the image were applied.
The model built for this study is based on a densely
connected convolutional neural network (DCCN).

The quality of the classifier is evaluated by the
following metrics: accuracy (fig. 4); confusion matrix
(fig. 5); precision, recall, fl1-score (fig. 6); ROC curve
and AUC value (fig. 7).

The accuracy value is relatively high — 63%,
provided that the dataset has unbalanced classes.
AUC also has a high value — 89%.

Accuracy ve Number of Cpochs

variable
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g +— BCCUTACY
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I
4
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3 a 20 25
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Fig. 4. Distribution of accuracy value by epochs
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Fig. 5. Image of the matrix of inconsistencies
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Fig. 6. Values of precision, recall, f1-score metrics
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Fig. 7. Graph of the ROC curve

Conclusions and prospects for further development

In this paper, the methods of emotion classification
are considered in detail and the best method for
the purpose is chosen. Using the FER2013 dataset, the
software implementation of the selected neural network
was successfully trained and tested. The quality of the
classifier was tested on a large number of different
metrics: accuracy, precision, recall, f1-score, confusion
matrix, ROC-AUC. Given the indicators, we can say that
this work corresponds to the current level of scientific
and technical knowledge in the field of deep learning.
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CHUCTEMA PO3II3HABAHHS EMOIIIN JIIOUHA
3 BUKOPUCTAHHSAM AJII'OPUTMIB I'VNIMBOKOT'O HABYAHHSA

IIpeameToM JOCHIDKEHHS € TpOrpaMHa peajisailis HEHPOHHOro Kiacudikaropa 300pakeHb. Y CTaTTi PO3MIAHYTO EMOIIii
SIK 0COONMBHH BUJI IICUXIYHUX IIPOIIECIB, IO BUPAXKAIOTh MEPEKUBAHHS JIIOAWHH, 11 CTaBICHHS JI0 HABKOJIMIIHBOTO CBITY Ta JI0 cebe.
EmomniitHa cepa Moxe BHpaxxaTHCsl PI3SHHMH CIIOCOOaMU: MIMIKOIO, 03010, PyXOBUMH peakIisiMu, rosocoM. Ilpore HanbinbIry
BUPa3HICTh Mae o0nnu4s JIoAWHH. TeXHoJorii A po3Mi3HaBaHHS JIIOACBKUX EMOLIH BHKOPHCTOBYIOTHCS IUISL IOJIIIICHHS
00CITyTOBYBaHHS KJIE€HTIB, NPHUAHATTSA pIMICHHS IIicis coiBOecimn 3 KaHAWOAaTaMH, Ui 30UTbIICHHS EMOLIWHOTO BIUIUBY
pexiamu Tommo. ToMy MeTor poOOTH € 3HAXOMKEHHS Ta ONTHUMI3allisi HaWOUIBII 3aJ0BUTBHOTO, 3 TOTIISAAY TOYHOCTI, alTOpUTMY
kinacugikamii eMoUiil JNIOAUHU 13 300pakeHHSIM oOnM94s. Y CTaTTi BHUPILIYIOTbCA Taki 3aBAAHHS: OIJLII 1 aHANi3 Cyd4acHOTO
cTaHy "pO3Mi3HaBaHHS €MOLIi"; po3risa MeToniB Kiacugikaimii; BuOip HaHKpamoro MeToxy Ais IOCTAaBICHOTO 3aBAaHHS;
po3pobiieHHsT mporpamMHoOi peainizamii A7 Kiacuikamii emouiil; mpoBeAeHHs aHamizy poboTH kiacudikaTopa, (HOpMYITIOBaHHS
BHUCHOBKIB MO MPOBEACHY pPOOOTYy HA OCHOBI OTPUMAaHHMX [OaHUX. Y CTaTTi TaKOXX BHUKOPHUCTOBYETHCS METON KiacHdikarii
300pakeHb, OCHOBAHUI Ha LIIJIBHO 3B’sI3aHiil 3ropTKOBiN HelpoHHIN Mepexi. OTprMaHi pe3yJIbTaTH JOBEIH, IO Ul BHPILICHHS
3aBIaHb PO3IMi3HABaHHI eMOLiH To0pe MiIXOIuTh MeTo] Kiachdikarii 300pakeHb, OCHOBaHMH Ha IIUTGHO 3B’s3aHIH 3rOPTKOBIl
HEWPOHHIH MepeXi, OCKUIBKM 3a3Ha4eHHH METOJ] Ma€ IOCHTh BHCOKY TOuHicTh. OIliHeHa sKicTh KiIacH@ikaropa 3a TaKUMU
MeTpukaMmu: accuracy; confusion matrix; precision, recall, fl-score; ROC-xpuBa Ta 3HaueHHs AUC. 3HaueHHs accuracy
BiTHOCHO BHCOKe — 63%, 3a ymoBH, mio Habip maHux mae He3bamaHcoBadi kimacu. AUC Takox Mae BHUCOKe 3HaueHHA — 89%.
BucnoBku. OtTprMaHa MoOAETh Ma€ BHCOKI TOKAa3HWKH pO3MI3HABAHHSA €MOIH JIIOAWHH Ta HAaJali MOXKE YCITIIHO
BUKOPHCTOBYBATHCS 32 IIPU3HAYCHHSIM.

KurouoBi ci10Ba: BUsBICHHs 00’ €KTiB; Kiaacupikallis 00’ €KTiB; HABYAHH 3 YIUTEIEM; PO3Mi3HABAHHS SMOILIiii.

CUCTEMA PACIIO3HABAHMSI SMOIIMIA YEJIOBEKA
C UCITIOJIb3OBAHUMEM AJITOPUTMOB I'VIYBOKOI'O OBYYEHUA

IIpenmeToM wcclenmoBaHHUS SBISETCS IpOTrpaMMHAs peanu3anus HeHpOHHOTo Kiaccupukatopa wu3o0paxeHnii. B paGorte
pPaccCMOTPEHBI AMOIMK KaK OCOOBIH BHJ IICHXHYECKHX MPOIECCOB, PACKPHIBAIOIINX IEPSKMBAHHUS UYEJOBEKA, €ro OTHOIICHHS
K OKpY’KalolleMy MHUpY U caMoMy cebe. OMOIMU MOTYT ObITh BBIPaXKEHBI Pa3HBIMH CIIOCOOaMH: MHMHKOH, 1T030H, ABUraTelbHBIMU
peakiusamy, ronocoM. OfHAakKO HAMOONBIIYI0 BBIPA3UTEIBHOCTh HMEET IIMIO 4YeNOBeKa. TEeXHOJNOTMH JUIS pacHO3HABAHMS
YEJIOBEYECKHX dMOLHUI NCTIONB3YIOTCS GUPMaMH ISl yIydIIeHHs1 00CITyKMBAHMS KIHEHTOB, IPUHSITHS PELICHHH 0 cobeceoBaHIN
C KaHauaaTaMM U Jid ONITHUMHU3AIUMH 3MOIIHOHAJIBHOT'O BOSﬂeﬁCTBHﬂ PEKIIaMBbI. HOSTOMy neJbro pa6OTbl ABJIACTCA HaAXO0XICHUC
U OITHMH3ALUA HanOoee YAOBJIETBOPUTEIBHOI'O, € TOYKH 3pEHUSI TOYHOCTH, aJIropuTmMa Knaccn(bnxaunu 3MOLLI/II>'I YCJIIOBCKaA
¢ wmu3o0paxxeHHeM Jmna. B crarthe pemaroTcs cliepyomue 3agadd: 0030p W aHAIM3 COBPEMEHHOTO COCTOSHHMS 33/1a4u
pacro3HaBaHMsl SMOILMIL; PAcCCMOTPEHHE METOAOB KiIacCH(HKAIMK; BHIOOp HAWIy4HIero crocoba Ui MOCTAaBICHHOW 3aadvd;
pa3paboTKa IporpaMMHOM peamu3anuy Ui KIacCHHUKAIMM OSMOIMH; TpPOBENEHHWE aHamm3a paboThl KiaccHUduKaTopa,
(opMyIHpoBaHHE BBIBOJIOB O MPOJETaHHOW paboTe Ha OCHOBE IIOMYYEHHBIX NAaHHBIX. B craTee Takke HCHONB3YeTCS METOX
KJIacCU(UKAUN W300pakeHHd, OCHOBAHHBII Ha IUIOTHO CBS3aHHOH CBEPTOYHONW HEHpOHHOU ceTH. Pe3ynbTaThl moka3aiu, 4TO
JUIL  pemIeHus 3afad paclo3HABAaHMS SMOIMH XOPOIIO MOAXOAUT METOJ KiIacCHuKanuuum n300pakeHUHd, OCHOBAHHBIN
Ha IUIOTHO CBA3aHHOM CBEPTOYHOW HEHPOHHOM CETH, MOCKOJIbKY OH MMEET JOCTATOYHO BBICOKYIO TOYHOCTb. [Ipon3BeneHa oneHka
KauecTBa Kiaccu(ukaTopa MO CICAYIOLIMM MeTpukam: accuracy; confusion matrix; precision, recall, fl-score; ROC-kpuas
n AUC. 3HadyeHue accuracy OTHOCHTENBHO BBICOKOE — 63%, MpH yCIIOBUH, YTO HAOOp JaHHBIX UMeeT HecOalaHCUPOBaHHBIE KIIACCHI.
AUC Trake uMeer BbicOkoe 3HaueHHe — 89%. BwiBoawl. [lomyueHHass MoJenb MMeEeT BBICOKHE MOKAa3aTelH paclo3HABaHHUS
SMOLMH YeJIOBeKa U B AaNbHEHIIeM MOXKET YCIIEIIHO NCTIOIb30BAThCS 110 Ha3HAUCHUIO.

KoroueBrble ciioBa: oOHapyskeHHE 00BEKTOB; KiaccuduKkanys 00beKTOB; 00y4eHHe ¢ YUIUTEeJIeM; Paclio3HaBaHHe SMOLIHH.
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